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Abstract:    This paper investigates the problem of parallel disassembly with the consideration of fuzziness. A novel approach is 
proposed based on optimized dispatching for parallel disassembly in which disassembly time is characterized by the fuzzy sets 
due to inevitable uncertainties. The proposed approach consists of three parts: in the first part, the fuzzy time-based dispatching 
disassembly process model is established; in the second part, the boundary conditions of the fuzzy time and the disassembly are 
derived, and the components’ disassembly order and available stations are encoded together to find the optimal disassembly path; 
in the final part, the approach is optimized by using genetic algorithm (GA) to minimize the total time and cost, and the solution 
is compared with other algorithms. Finally, a case study for a hydraulic press disassembly is presented to verify the effectiveness 
and feasibility of the proposed approach.  
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1  Introduction 
 

Environmental problem has been a serious chal-
lenge to our society, and many measures have been 
promoted to ease this issue, such as public opinions, 
industrial standards, and environmental laws (Tian et 
al., 2014). Disassembly, an important step of product 
recycle, involves methodical extraction that departs 
reusable components and valuable materials from 
end-of-life products via certain operations.  

There exist many research studies on disassem-
bly. Most researchers focus on three relative issues: 
disassembly modeling, disassembly path planning, 
and disassembly evaluation. Disassembly modeling 
is the logical and informational basis for disassembly 
that contains physics data, assembly data, and con-
straint data. Disassembly path planning involves a 
sequence of components removed from product on-
tology. Disassembly evaluation is to assess the disas-
sembly scheme during the design to ensure disas-
sembility and efficiency of the products. Over the 
decades, the issue on disassembly path planning has 
attracted the attention of many researchers because it 
relies not only greatly on environmental factors but 
also on the efficient use of natural resources.  

A number of researchers have proposed disas-
sembly sequencing approaches. Kang et al. (2001) 
proposed an approach based on an integer program-
ming formulation and considered sequence-
dependent operation times to obtain the optimal dis-
assembly sequence. Li et al. (2005) presented  
an object-oriented disassembly sequence for  
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maintenance based on the disassembly constraint 
graph and the genetic algorithm (GA). González and 
Adenso-Díaz (2006) adopted the scatter search me-
taheuristic to deal with the disassembly cost of com-
plex products, when only one component can be re-
leased at each time. Lambert (2006) modified the 
two-commodity network flow approach to address 
complex disassembly problems and to find out the 
exact solutions, particularly, useful for evaluating 
heuristic and metaheuristic approaches. Aguinaga et 
al. (2008) analyzed the differences between the dis-
assembly path-planning problem and the general one, 
and modified the rapidly-growing random tree-based 
(RRT) algorithm to address these differences. Tang 
(2009) introduced a fuzzy Petri net model to explicit-
ly represent the dynamics inherent in disassembly. Li 
et al. (2013) proposed a modular disassembly meth-
od to solve the inflexibility in a single modular of 
complex mechatronics products. Aydemir-Karadag 
and Turkbey (2013) dealt with a stochastic disas-
sembly line balancing problem and proposed a new 
GA for multi-objective optimization. The objectives 
related to line balance and design costs were opti-
mized by using an AND/OR graph. Rickli and 
Camelio (2013) proposed a GA based on disassem-
bly operation costs, recovery reprocessing costs, rev-
enues, and environmental impacts to optimize partial 
disassembly sequences. Tian et al. (2013) presented 
some chance constrained programming models for 
disassembly cost from the perspective of stochastic 
planning. Moreover, two hybrid intelligent algo-
rithms, namely, one integrating stochastic simulation 
and neural network (NN), and another integrating 
stochastic simulation, GA and NN, were proposed to 
solve the proposed model. Liu and Lu (2014) re-
searched on the alternation of processes for path 
generation during the disassembly of the synthesized 
product. Zhang et al. (2014) proposed a parallel dis-
assembly sequence planning (PDSP) method to re-
duce the time complexity. 

At the same time, researchers have accom-
plished great achievements on the optimal time and 
cost of disassembly. Zussman and Zhou (1999) pro-
posed a mathematically sound disassembly Petri net 
(DPN) for the modeling and adaptive planning of 
disassembly processes. The planning algorithm 
guaranteed the optimal remanufacturing value when 

each node’s utility function (benefit of a subassem-
bly or part and cost of a disassembly operation) is 
fixed. Das et al. (2000) presented a multi-factor 
model to compute the disassembly effort index, 
which represented the total operating cost of disas-
sembly. Gungor and Gupta (2001) discussed the dis-
assembly line balancing problem with task failures. 
Tseng et al. (2008) added engineering attributes to 
the liaison graph model for the evaluation of part 
connections, which served as criteria for evaluating 
component liaison intensity during the design stage. 
Li et al. (2011) proposed a platform reconfiguration 
path-planning method using sensitivity analysis with 
robust design theory, which can improve the effi-
ciency of disassembly. Xia et al. (2014) presented a 
simplified teaching-learning-based optimization al-
gorithm for solving disassembly sequence planning 
problems effectively. Liu et al. (2014) introduced the 
prospect theory for the disassembly problem of shar-
ing product service system. Ilamparithi et al. (2015) 
proposed a novel scheme for monitoring the condi-
tions of dynamic eccentricity faults in salient-pole 
synchronous machines through the standard short-
circuit test.  

However, previous studies mainly focus on the 
sequential disassembly problem and pay little atten-
tion to parallel disassembly, which is widely adopted 
during the productive process. As an important 
method to disassemble a large and complex product, 
parallel disassembly can reduce the total work time 
and cost, and increase the productivity. 

In fact, to a great extent, disassembly time de-
pends on the environment and other factors, such as 
physical strength of workers and actual product ef-
fect. Therefore, it is of vital importance to study dis-
assembly path-planning problem with imprecise time. 
To deal with this problem, the fuzzy set theory has 
provided an appropriate method. With precise time, 
the disassembly path planning is an idealization. In 
the general sense, these factors are described with 
linguistic variables. For example, we can use the 
linguistic variables to indicate the physical strength 
of workers, with the values being super, excellent, 
good, average, poor, etc. Apparently, none of these 
linguistic variables are digitized. Moreover, the 
fuzzy model makes it possible that the output of a 
model is a clearly defined value. 
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In terms of the disassembly problem, the time 
of working procedure will vary with uncertain  
factors. Additionally, in view of the continuity and 
parallelism, the time change in a single working pro-
cedure will cause huge differences in disassembly 
path solution, due to which the solution achieved 
cannot be the optimal. For instance, we may solve a 
disassembly problem involving six processes in two 
stations. When we display the time of disassembly 
working procedure with a precise time, all the work-
ing procedures will be assigned to the two stations 
for getting a similar total operation time between 
these two stations. If a worker’s mistake leads to a 
process using a longer time than the usual case, there 
would be interference between the processes. It is 
useful to build up a fuzzy model for increasing envi-
ronment adaptiveness and uncertainty adaptiveness. 
In this paper, we get the probability distribution of 
time through statistics, which is suitable for practice. 
Generally, we can get the shortest time, the longest 
time, and the most probable time of process easily; 
therefore, triangular fuzzy numbers (TFNs) are ap-
propriate to represent imprecise time.  

We propose a novel approach of parallel disas-
sembly based on a hybrid fuzzy time model. The 
parallel disassembly path-planning method dispatch-
es all workstations synergistically; hence, it shortens 
the disassembly time and reduces the cost. Note that 
the cost defined here means the overall cost, includ-
ing additional stations cost, cost of operators neces-
sary for a parallel disassembly, and the project man-
agement cost relating to the total time. Because the 
disassembly process is influenced by several uncer-
tain factors and the time cannot be controlled in eve-
ry process, we express the removal time of each 
component with TFNs. Additionally, we also encode 
components and available stations together within a 
chromosome sequence to simplify the algorithm. 
With the introduction of Gaussian function into GA, 
the rate of convergence is improved thus contrib-
uting to an optimal result. 

In this paper, we first describe the problem 
characteristics and mathematical model. Then, a 
comprehensive explanation of the proposed GAs is 
given. At last, a case study of a hydraulic press is 
presented to verify the effectiveness and feasibility 
of the proposed approach.  

2  Preliminaries and problem statement 

2.1  Preliminaries 

In this study, we represent disassembly time by 
TFNs. The definition of TFNs and their relevant op-
erations are discussed further in this section. 

Suppose that X is a nonempty set. A fuzzy set Ã 

in X is defined as a pair Ã:=(x, A(x)), where x is an 

element belonging to the set Ã. A(x) is called the 

membership function, where A(x)[0, 1]. The 
mathematical form of a TFN is denoted by ã=(aL, aM, 
aH), while the membership functions are represented 
as (Zimmermann, 2001) 
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The basic arithmetic operations between any 

two TFNs are shown as follows. If ã=(aL, aM, aH) 

and b =(bL, bM, bH) are two TFNs, then: 
addition operation: 

 

L L M M H H( , , );a b a b a b a b                (2) 

 
subtraction operation: 

 

L L M M H H( , , );a b a b a b a b                (3) 

 
multiplication operation: 

 

L L M M H H( , , );a b a b a b a b                  (4) 

 
division operation: 

 

L L M M H H/ ( / , / , / );a b a b a b a b                 (5) 

 
reciprocal of a TFN ã: 

 

H M L1/ (1/ ,1/ ,1/ );a a a a                       (6) 
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maximization operation: 
 

L L M M H H(     );, ,a b a b a b a b               (7) 

 
minimization operation: 

 

L L M M H H(     )., ,a b a b a b a b               (8) 

 
The following criteria are adopted to rank any 

two given TFNs ã=(aL, aM, aH) and b =(bL, bM, bH): 

Criterion 1    If aL+2aM+aH/4bL+2bM+bH/4, then 

.a b   If aL+2aM+aH/4bL+2bM+bH/4, then .a b   If 

aL+2aM+aH/4bL+2bM+bH/4, use Criterion 2. 

Criterion 2    If aMbM, then .a b   If aMbM, then 

.a b   If aMbM, use Criterion 3. 

Criterion 3   If (aH−aL)(bH−bL), then .a b   If 

(aH−aL)(bH−bL), then .a b   

Here, aL and bL are the lower bounds of ã and ,b  

aM and bM are the middle values of ã and ,b  and aH 

and bH are the upper bounds of ã and ,b  respectively. 

2.2  Problem statement  

There are several notations to represent the dis-
assembly path planning as presented in Table 1. 

The problem is about the disassembly of a 
product containing L components. Each component 
has W(i) processes to disassemble from the product. 
All processes are completed on N stations. What we 
have to do is to find the best disassembly path with 
the best balance between time and cost. 

The time is not precise that is expressed with 
TFN. We assign the upper bound, the middle value, 
and the lower bound as the longest time, the average  
 

 
 
 
 
 
 
 
 
 
 
 

time, and the shortest time of a disassembly process, 
respectively, according to the historical records. 

The considered assumptions are listed as  
follows: 
Assumption 1    Each station can hold only one pro-
cess at a time, and each operation cannot be started 
until the last process is finished.  
Assumption 2    The time of setting up station and 
the time of moving items are negligible.  
Assumption 3    Stations and processes are mutually 
independent of each other.  
Assumption 4    There are no precedence constraints 
among the operations of different processes.  

2.3  The proposed fuzzy time model 

The problem is concerned with parallel disas-
sembly path planning of products that disassembled 
on several stations at the same time. The advantage 
of this model is that all stations are used synergisti-
cally, so we can get a disassembly path planning 
with an optimal balance between time and cost. 

The disassembly time and cost of product are 
respectively described as  
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Because of discrepancy in magnitudes between 

the time value and the cost value, we normalize the 
data through the function as follows: 
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max min

.
x x

x
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

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Table 1  Several notations in the disassembly path-planning problem 

Notation Description 

AP={ap1 … api … apL} Set of components, where api is the ith component 

OP={op1 … opi … opL} Set of process orders 

OPi={opi,1 … opi,j … opi,W(i)} Process order of certain component api 

ST={st1 … stk … stN} Set of stations, where stk is the kth station 

SOk={sok,1 … sok,h … sok,NU(k)} sok,h is the total processes finished in the certain station stk, and the fiction 
NU(k) is the total number of the processes  

f=t(stk, sok,h) Fiction to represent the time that each process needs in each station 

g=c(stk, sok,h) Fiction to represent the cost that each process needs in each station 
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The optimization purpose is to shorten the time 
and reduce the cost. Based on the known constraints, 
the product’s disassembly path plan can be described 
as  

 

min [ ],E T                               (12) 

min [ ],E C                               (13) 

s.t.  
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GA is one of the most popular evolutionary 

computing methods used to search for the optimal 
solution. To solve multi-objective optimization prob-
lem, Pareto solution-based GA is widely used when 
the decision-maker’s preference of objectives is 
without priority. In this study, the preference in the 
time and cost of the disassembly has already been 
identified. We translate the multi-objective optimiza-
tion problem into a single-objective optimization via 
the weighted average summation approach. 

We need to find the optimal disassembly path, 
and not all the domination solution is needed. We 
compute a weighted sum of time and cost to find the 
optimal solution and use decision matrix to find the 
corresponding weights. 
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where φ and ε stand for the weights of time and cost 
in solution, respectively. 

We construct a decision matrix with two index-
es and l samples, which is similar to that proposed 
by Li (2005):  

 

1,1 1,2 1 1

2,1 2,2 2 2
,2

,1 ,2

.l
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R               (16) 

The introduced systemic principle is used to 
translate decision matrix into membership matrix 
that smaller score means more optimal: 
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Also, the membership matrix ,2( )lR  is equal to 

the correlation coefficient matrix Rξ: 
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Rw is the evaluation index of multiple decision 

weighting factors for each solution and Rk is the 
multiple fuzzy correlation decision factors consisting 
of correlation degrees. Rw is operated with weighted 
average to get Rk as follows: 

 

k w , R R R                           (19) 

 
where Rw=(W1, W2). The mark   stands for certain 
calculation: 
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We rank the final correlation degree and find 

the maximum from Rk: 
 

1 2max( ).K K K                         (21) 

 
The weights (φ and ε) are based on the calcula-

tion of K1 and K2:  
 

1 2
1 2 1 2

1 2
1 2 1 2

, 1 ,      ,

, 1 ,      .

K K
K K

K K K K

K K
K K

K K K K

 

 

 

 


     


      

    (22) 

 
Finally, the fuzzy time-based dispatching  
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disassembly process model (FTDDPM) is described 
as follows: 
for K1≥K2, 
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and for K1<K2, 

 
NU( )

,
1 11 2

NU( )

,
1 11 2

min 1 (st ,so )

(st ,so ) ,

kN

k k h
k h

kN

k k h
k h

K
E t

K K

K
c

K K



 



 

 
  


  

 

 
          (24) 
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3  Optimization of the disassembly sequence 
based on GA and fuzzy time model 

 
Being widely used to solve optimization prob-

lem, GA is used in this section to get an optimal so-
lution. Table 2 lists the pseudocode of GA. We en-
code disassembly order and processes of the compo-
nents together as a sequence of nonnegative integers. 
Moreover, Gaussian mutation operator is introduced 
to GA to get a better solution. 

 
Algorithm 1  Pseudocode of GA 
Input: AP, OP, api, ST, T, C. 
Output: optimal solution. 
Begin 
//Initialization: 
Generate an initial chrom; 
Generate an initial fitness; 

Repeat 
//Fitness assignment: 

Fitnv=ranking(objv); 
//Selection 

Selch=select(‘rws’, chrom, fitnv, GGAP); 
//Acrossing 

Selch=across(selch, XOVR, Jm, T); 
//Mutation 

Selch=mutate(selch, MUTR, Jm, T); 
//Compute the fitness 

[PVal ObjVSel P S]=cal(SelCh, JmNumber, T, 
Jm); 

//Reinsert the chrom to population 
[Chrom ObjV]=reins(Chrom, SelCh,1, 1, ObjV, 
ObjVSel); 

//Save the optimal solution 
Trace(1, gen)=min(ObjV); 

Until genmaxgen 
Print out the optimal solution; 

End 

 
Step 1: encode 
Each chromosome contains two parts (the total 

length is 
1

2 )
k

i j
i

n m

 : the front half depicts the disas-

sembly sequence order of the components, and the 
latter half depicts the station sequence according to 
the disassembly sequence of components. 

In other words, a chromosome is a matrix with 

line number 1 and column number 
1

2 .
k

i j
i

n m

  The 

matrix represents a disassembly sequence of k com-

ponents. Component ni (i(1, 2, …, k)) involves mj 
processes, and the total number of processes is 

1

.
k

i j
i

n m

  Additionally, there is a one-to-one corre-

spondence between the processes and the stations, 
due to which the length of the latter half chromo-

some representing station is 
1

.
k

i j
i

n m

  The initial 

chromosome is randomly based on the number of 
components, processes, and stations.  

For example, the chromosome of one compo-
nent is presented in Table 2. There has been a  
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disassembly problem involving four components and 
five stations, where there are four working proce-
dures in component 1 and three, two, and three 
working procedures in components 2, 3, and 4, re-
spectively. The sequence of component processing is 
1, 3, 4, 2, 4, 1, 3, 2, 1, 4, 1, 2, with the corresponding 
station sequence being 2, 5, 3, 3, 1, 4, 2, 5, 4, 2, 1, 5. 
The completed chromosome is 1, 3, 4, 2, 4, 1, 3, 2, 1, 
4, 1, 2∣2, 5, 3, 3, 1, 4, 2, 5, 4, 2, 1, 5. Moreover, the 
1st, 6th, 9th, and 11th genes represent the four work-
ing procedures of component 1, which are accom-
plished on station 2, station 4, station 4, and station 1, 
respectively. Accordingly, the station genes are the 
13th, 18th, 21st, and 23rd genes in chromosome; the 
corresponding relation between components and sta-
tions is presented in Table 3.  

Step 2: fitness assignment 
Fitness is the criterion to select offspring. In 

general, the total disassembly time is an accurate 
value denoted as fitness=q/ZT, where ZT represents 
the total time of the disassembly process, and q rep-
resents variable coefficient; less time means better 
chromosome. However, cost cannot be ignored in the 
real disassembly process. In this study, the cost is 
considered as a factor for the decision-making pro-
cess. Fitness is represented as  
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     (26) 

 
Step 3: selection  
We use roulette method to select the chromo-

some with better fitness, which could be inherited by 
the next generation. The probability for every indi-

vidual is 
1

 pi( ) Fitness( ) Fitness( ) ,
n

i

i i i


   where  

Fitness(i)=1/fitness(i). With higher fitness, there 
would be higher probability of optimal evolution. 

Step 4: crossover 
Integer crossing method is used to promote the 

whole evolution. First, we select the first half of two 
chromosomes randomly, while at the same time, the 
genes are swapped in optional cross position selected. 
For example, Fig. 1 shows a chromosome crossover 
with the extreme and the cross location is 6. 

After the crossover, the information of individ-
ual may be redundant or missing. In this example, 
components 3 and 4 are missing and component 1 is 
redundant. According to the original station order, 
we add the missing information to the chromosome 
of the offspring. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 2  Information interpreted from the chromosome 

Chromosome 1,3,4,2,4,1,3,2,1,4,1,2∣2,5,3,3,1,4,2,5,4,2,1,5 

Disassembly sequence Component 1→Component 3→Component 4→Component 2→Component 4 
→Component 1→Component 3→Component 2→Component 1→Component 4 

→Component 1→Component 2 
Station sequence Station 2→Station 5→Station 3→Station 3→Station 1→Station 4→Station 2 

→Station 5→Station 4→Station 2→Station 1→Station 5 

Component 1 Four processes in total 

Component 2 Three processes in total 

Component 3 Two processes in total 

Component 4 Three processes in total 

Table 3  Corresponding relation between components and stations 

Component Process Station Component Process Station Component Process Station 

1 1st 2 4 2nd 1 1 3rd 4 

3 1st 5 1 2nd 4 4 3rd 2 

4 1st 3 3 2nd 2 1 4th 1 

2 1st 3 2 2nd 5 2 3rd 5 
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Step 5: mutation 
Mutation can bring new genes to population 

and ensure the gene diversity over the evolution. The 
individuals are selected randomly, and the chromo-
somes would mutate with a known probability. With 
the adoption of the mutation method for the first half 
part code, pos1 and pos2 (pos means the position of 
gene in chromosome) that are chosen randomly are 
swapped with each other. For the second half part 
code, Gaussian mutation operator, similar to that 
proposed by Shi et al. (2011), is introduced. We 
choose mutations named pos3 and pos4, in which 
pos3 is mutated by the Gaussian mutation operator. 
Additionally, pos4 is used to be adjusted for filling 
constraint. Gaussian probability density function is 
as follows: 

 
2 2( ) (2 )1

( ) e , ,
2π

xf x x 


              (27) 

 
where  is the variance of Gaussian distribution and 
 is the expectation. 

In terms of evolution, the following rule needs 
to be followed: 

 

( , ) ,k k ky y y N                         (28) 

 
where ky  represents the varied gene k of offspring, 

yk is the corresponding gene k of father, N(, σ) is the 
Gaussian amplifier variable with expectation μ and 
variance σ, and  stands for the integral operator. 
For an ideal solution, it is assumed that μ is 0, and σ 
is changed with iterations as  

 

( ) 1 0.9 ,
g

t
G

                           (29) 

 
where g is genetic algebra at present and G is the 
total genetic algebra. 

As an example, the mutation locations are as 
follows: pos12, pos27, pos33, and pos47. We 
assume that G10 and g8, and the result is shown 
in Fig. 1.  
 
 
4  Case study 
 

To verify the effectiveness of the proposed ap-
proach, the disassembly process of a hydro-press has 
been simulated. As shown in Fig. 2, the hydro-press 
contains seven components with less than six disas-
sembly processes. In addition, there are 10 available 
stations for disassembly. With the available station 
assignment based on the historical data, the available 
station set of removal cost and corresponding TFNs 
set of removal time are presented in Tables 4–6. 

The basic parameters for the proposed approach 
are as follows: the number of population is 40;  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2  Components of a hydro-press 
1: vertical post; 2: upper beam; 3: oil cylinder; 4: drawing 
slide; 5: blank holder slide; 6: worktable; 7: lower beam 

Fig. 1  An example of GA 
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crossover probability is 0.8; mutation probability is 
0.6; and the generation gap value is 0.9. According to 
Li et al. (2005)’s study and experiments, the above-
mentioned parameters are selected. Considering the 
redundancy and incompleteness, the initial crossover 
probability and mutation probability are set to be as 
large as possible. An algorithm is used to estimate 
and adjust mutation probability from the 2nd itera-
tion through the Gaussian mutation operator.  

Figs. 3a–3c show the solutions of algorithm af-
ter 150 iterations when the initial mutation probabili-
ties are 0.6, 0.3, and 0.1. The result proves that the 
algorithm is endowed with robustness. 

Figs. 4 and 5 show the optimal parallel disas-
sembly sequence after 50 iterations. 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Table 7 presents a comparison between the  

algorithm proposed in this study and the rapidly-
growing random tree-based (RRT) algorithm pro-
posed by Aguinaga et al. (2008) with the same ini-
tialization. The set of iterations are 50, 100, and 150 
in the test.  

Initially, RRT algorithm sets an initial point as 
the root node in the state space, after which the 
number of leaf nodes increases until a rapidly-
growing random tree is obtained. When the set of 
leaf nodes contains the target point, path planning, 
which consists of several leaf nodes starting from the 
initial point and ending in the target point, is finished. 
The effectiveness of search can be enhanced by RRT 
algorithm without modeling.  

Table 4  Available station assignment for each process 

Component 
Available station assignment 

Process 1 Process 2 Process 3 Process 4 Process 5 Process 6 

ap1 2 1 [4, 6] [2, 8] 5 – 

ap2 9 [7, 8] 4 – – – 

ap3 [7, 9] 5 3 [5, 7] 1 6 

ap4 5 6 [2, 4] 7 – – 

ap5 3 [4, 8] [2, 5] 7 2 – 

ap6 3 4 [5, 9] 1 [6, 8] 2 

ap7 [1, 8] 7 9 5 [3, 8] – 

Table 5  TFNs set of removal time for each process 

Component 
TFNs set of removal time (h) 

Process 1 Process 2 Process 3 Process 4 Process 5 Process 6

ap1 (8, 9, 10) (4, 5, 6) [(4, 5, 6), (7, 8, 9)] [(7, 8, 9), (8, 9, 10)] (3, 4, 5) – 

ap2 (3, 4, 5) [(4, 5, 6), (9, 10, 11)] (4, 5, 6) – – – 

ap3 [(3, 4, 5),  (3, 4, 5)] (8, 9, 10) (7, 8, 9) [(7, 8, 9), (1, 2, 3)] (7, 8, 9) (3, 4, 5)

ap4 (8, 9, 10) (3, 4, 5) [(5, 6, 7), (10, 11, 12)] (3, 4, 5) – – 

ap5 (4, 5, 6) [(4, 5, 6), (3, 4, 5)] [(3, 4, 5), (8, 9, 10)] (10, 11, 12) (8, 9, 10) – 

ap6 (2, 3, 4) (1, 2, 3) [(0, 1, 2), (4, 5, 6)] (3, 4, 5) [(3, 4, 5), (6, 7, 8)] (1, 2, 3)

ap7 [(2, 3, 4), (3, 4, 5)] (7, 8, 9) (2, 3, 4) (6, 7, 8) [(2, 3, 4), (7, 8, 9)] – 

Table 6  Cost of each process 

Component 
Cost (×103 CNY) 

Process 1 Process 2 Process 3 Process 4 Process 5 Process 6 

ap1 4 6 [10, 7] [6, 2] 7 – 

ap2 3 [8, 7] 12 – – – 

ap3 [11, 5] 9 8 [6, 6] 4 2 

ap4 2 8 [7, 3] 4 – – 

ap5 4 [3, 6] [9, 11] 3 6 – 

ap6 5 9 [2, 7] 9 [7, 4] 10 

ap7 [4, 5] 8 11 6 [7, 5] – 
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Let A be a set of components being disassem-

bled on several stations called workspace N. p1, 
p2, …, pq are processes distributed in N, and q repre-
sents the total number of processes. In the processes, 
it is assumed that A, p1, p2, …, pq, and N are accurate-
ly known. The path-planning problem is as follows: 
it will generate a path τ specifying a continuous  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
sequence of processes for A, with an initial process 
and a goal process of A finished on N.  

We make a conclusion from Table 7 that the al-
gorithm proposed in this study can usually get a bet-
ter solution. Furthermore, the running time of the 
new algorithm is shorter. Fig. 6 shows that this algo-
rithm has a faster rate of convergence. 

Table 7  Comparing result between algorithms 

Algorithm Maxgen Fitness 
Computing 

time (s) 

GA in this study 

50 17.5 6.3 

100 17.3 12.8 

150 16.8 16.9 

RRT algorithm 

50 19.6 6.8 

100 20.4 13.7 

150 23.3 18.1 

Fig. 3  The solutions of algorithm after 150 iterations 
under different initial mutation probabilities: (a) 0.6;
(b) 0.3; (c) 0.1 (Maxgen is the maximal iteration) 
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Fig. 5  Cost under the optimal parallel disassembly se-
quence of seven components in nine stations 
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5  Conclusions 

 
In this paper, we consider a parallel disassem-

bly path-planning problem with fuzzy time focusing 
on minimum overall operation time and cost. To 
embody the disassembly path planning and fuzzy 
time of processes, a disassembly path-planning  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

problem with N stations and L components has been 
introduced. Then, FTDDPM is proposed, based on 
which the constraints are deduced. Gaussian muta-
tion operator is introduced into GA to optimize the 
result, for better solution, and shorter time. 

An application of the proposed approach is il-
lustrated with disassembly of a hydro-press. The 
result shows that the problem can be solved perfectly 

Fig. 6  Variation trend of solution and average value of the algorithm proposed in this study (a), (c), and (e) and RRT 
algorithm (b), (d), and (f) 
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within a reasonable amount of computing time and 
cost. 

This research can be extended in several ways. 
First, the proposed approach should be applied to 
more case studies so as to prove the effectiveness. 
Furthermore, it is necessary to improve the algorithm 
to suit large-size products. Additionally, in terms of 
a problem involving a large number of components, 
a coding method for large-scale data than GA shall 
be useful and thus adopted. 
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中文概要 
 

题 目：一种基于混合模糊模型的新型并行拆卸设计 

方法 

目 的：解决考虑模糊环境条件影响下的复杂机械产品

并行拆卸路径规划问题，并给出成本和模糊时

间最优的拆卸方案。 

创新点：建立混合模糊模型，引入三角模糊数表示拆卸

工序加工时间，提高拆卸路径规划的环境适应

性；采用并行加工方法，尽可能地提高生产资

源利用效率，缩短加工时间和降低加工成本；

使用混合编码方式，用同一条染色体表示拆卸

工序和工位信息，简化模型表达和运算；在遗

传算法中引入高斯变异方法，提高算法的收敛

速度。 

方 法：1. 引入一个包含 N 个工位和 L 个零部件的拆卸

序列规划问题，提出混合模糊拆卸模型实现对

此问题的数学描述；2. 采用包含高斯变异算子

的遗传算法，对结果进行优化计算，以得到最

短的模糊加工时间和加工成本；3. 将本文所述

方法的计算结果与快速搜索随机树算法的运行

结果进行比较。 

结 论：在算法分别迭代 50 次、100 次和 150 次的情况

下，本文所述方法得到的最优解均优于快速搜

索随机树算法的解，并且运行时间均短于快速

搜索随机树算法。 

关键词：并行拆卸；序列规划；模糊时间；遗传算法 

 
 


