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Abstract:    The air-conditioning system in a large commercial or high-rise building is a complex multi-variable system influ-
enced by many factors. The energy saving potential from the optimal operation and control of heating, ventilating, and air-
conditioning (HVAC) systems can be large, even when they are properly designed. The ultimate goal of optimization is to use 
the minimum amount of energy needed to improve system efficiency while meeting comfort requirements. In this study, a multi-
zone variable air volume (VAV) and variable water volume (VWV) air-conditioning system is developed. The steady state 
modes and dynamic models of the HVAC subsystems are constructed. Optimal control based on large scale system theory for 
system-level energy-saving of HVAC is introduced. Control strategies such as proportional-integral-derivative (PID) controller 
(gearshift integral PID and self-tuning PID) and iterative learning control (ILC) are studied in the platform to improve the dy-
namic characteristics. The system performance is improved. An 18.2% energy saving is achieved with the integration of ILC and 
sequential quadratic programming based on a steady-state hierarchical optimization control scheme.  
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1  Introduction 
 
A heating, ventilating, and air-conditioning 

(HVAC) system is a multi-variable, strongly  
coupled large scale system composed of several 
subsystems. Much research has been done on 
HVAC control, including simulation and experi-
ment. The energy consumption of air-conditioning 
systems accounts for a large proportion of the total 
energy consumption in buildings. The adoption of 
variable air volume (VAV) air-conditioning systems 

reduces energy consumption to some extent. The 
potential energy savings from the optimal operation 
and control of HVAC systems can be large, even 
when they are properly designed. How to implement 
optimal control for system-level energy-saving 
while meeting the comfort requirements of a build-
ing’s occupants is an area of active research. The 
operating environment (such as the outdoor cli-
mate), heating and cooling load (such as the number 
of occupants in a building), and equipment age re-
sult in systems showing macro-repeatability due to 
seasonal variations and hourly micro-stochastic 
characteristics. The experience of the operator is a 
key factor which effects the operation of air-
conditioning system. However, for complex sys-
tems, efficient operation cannot be maintained based 
on operator experience alone. In the long run, such 
manual systems are not economical because they 
operate at very low energy efficiency (Zhang and 
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Cai, 2002). Therefore, the adoption of efficient auto-
control strategies for HVAC systems plays a vital 
role in developing improved energy management 
and control systems (EMCS) and sustainability (Yan 
et al., 2010a). Conventional HVAC control meth-
ods, such as proportional-integral-differential (PID) 
controllers, have been popular because of their ease 
of operation and low initial cost. A single PID con-
troller, however, cannot adapt to multiple system 
parameters.  

As advanced intelligent control and computer 
technologies have been developed in recent years, 
methods have been proposed for automating and 
optimizing EMCS in HVAC systems. Until recently, 
proposed supervisory control strategies were validat-
ed mostly by simulations only. Hu et al. (2005) pre-
sented a back-propagation neural network model 
with five inputs (inlet chilled water temperature, out-
let chilled water temperature, inlet temperature of hot 
air, mass flow rate of chilled water, and mass flow 
rate of air) and one output (the heat transfer rate) to 
predict heat exchanger performance. Neural network 
training was performed using data obtained from a 
mechanical ventilation and air-conditioning system 
at the City University of Hong Kong, China. Huang 
et al. (2006) used outside air economizer cycle, start 
lead time, stop lead time, load reset, and occupied 
time adaptive control strategies together as energy 
management control functions to obtain optimal set 
points in a VAV-HVAC simulation system. An en-
ergy saving of 17% was achieved compared with the 
previous system without those functions.  

Fong et al. (2006) used an evolutionary pro-
gramming method to optimize monthly chilled wa-
ter and air supply temperatures according to the dy-
namic change in cooling loads and weather condi-
tions. This scheme can result in 7% energy savings. 
Barbosa and Mendes (2008) integrated models of a 
chiller, cooling tower, pumps, coil, humidifier, fan, 
and mixing box in an HVAC system with models of 
building hygrothermal to form an innovative overall 
building hygrothermal and HVAC simulation sys-
tem. The system combines the simulation of mois-
ture transfer between vapor and liquid phases 
through the building envelope and the simulation of 
the HVAC system. During simulation, a Multi-
TriDiagonal matrix algorithm is used to solve the 
conservation governing equations. The room tem-
perature changes, moisture accumulation in the 

building envelope, and energy consumption of the 
HVAC system are precisely predicted. Simulation 
results showed that when considering the moisture 
effects, the energy consumption was 4% higher than 
when the moisture effect was disregarded. Mossolly 
et al. (2009) optimized the fresh air volume, air 
supply flow rate, and air supply temperature in a 
multi-zone air-conditioning system using a genetic 
algorithm (GA), taking the predicted mean vote 
(PMV) set point inside the conditioned zones as the 
objective function. This resulted in 30.4% energy 
savings during four summer months. Kwok and Lee 
(2011) established an artificial neural network mod-
el which introduces occupancy area and occupancy 
rate, instead of using fixed historical load data to 
mimic building occupancy. In this way the accuracy 
of the cooling load prediction was significantly im-
proved through simulating an office building in 
Hong Kong. Ma and Wang (2011) presented a GA 
for optimization of the water supply temperature set 
point of a condenser, chiller, and heat exchanger for 
central chiller plants in a simulated virtual system 
using simplified adaptive models of the main com-
ponents. This method enhanced daily energy effi-
ciency by about 0.73%, 1.35%, and 2.55% on a sun-
ny summer, mild summer, and spring day, respec-
tively. Wang et al. (2011) presented a demand-
controlled ventilation strategy aiming to optimize 
the fresh air flow by minimizing energy consump-
tion while meeting the minimum indoor air quality 
standards, using a least square algorithm.  

Few researchers have reported practical valida-
tion of supervisory and optimal control methods on 
real HVAC systems (West et al., 2014), especially 
large and complicated systems (Wang and Ma, 
2008). Some researchers have presented computer 
models based on laboratory data. Anderson et al. 
(2007) established models of a blower, mixing box, 
boiler, water flow damper, heating coil, and the 
overall system, and presented a multi-input multi-
output robust controller for an experimental HVAC 
system. Simulating a typical existing HVAC system, 
Nassif and Moujaes (2008) and Nassif (2010) exper-
imented with various damper control strategies, such 
as three-coupled damper control, two-coupled damp-
er control, and split-signal control, and showed that 
the selected split control strategy had a significant 
effect on fan performance and energy use. If proper-
ly implemented, the fan can achieve energy savings 
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in the range of 5%–30%. Cho et al. (2010) mini-
mized the airflow set point of a VAV box to guaran-
tee thermal comfort and reduce energy consumption. 
The strategy was tested in a five story office building 
in Omaha, Nebraska, USA. They claimed a reduc-
tion of 74.5% in gas consumption within an eight-
month period. Platt et al. (2010) discussed adaptive 
HVAC zone modeling and zone model fitting using 
a GA for time-variant zones, validated by experi-
mental measurements. Their technique can adapt to 
both short and long term load changes.  

A recent trend is the system-level optimization 
of parameters in the HVAC system, such as air sup-
ply temperature, duct static pressure, and chilled 
water temperature, which aims to achieve global 
optimization of the entire HVAC system rather than 
that of individual subsystems/parameters, taking 
into account their complex interactions. Yan et al. 
(2010) adopted an interaction balance coordination 
method to achieve global energy savings. Kusiak et 
al. (2011) presented multi-objective optimization of 
an HVAC system with the objectives of minimizing 
energy consumption and maximizing indoor air 
quality (IAQ). The set points of air supply tempera-
ture and air supply duct static pressure are generated 
by a GA, resulting in energy savings of 21.4% with-
out violating the IAQ constraints, and 22.6% when 
occasionally violating the IAQ. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

In this study, we described the experimental 
platform and provided a detailed description of the 
models of different control loops, the building mode 
approach, and control strategies in HVAC systems.  

 
 

2  Experimental platform 
 
In commercial buildings, HVAC systems usu-

ally contain a supply fan to provide sufficient air 
volume at a controlled temperature for cooling or 
heating. A cooling/heating exchange coil is neces-
sary in the air handling unit (AHU) for this purpose. 
Pumps and water dampers are used to regulate the 
water flow through the cooling/heating coil and to 
control the air supply temperature. The air flow rate 
may be constant or variable. For large buildings, the 
platform is divided into several zones so that the 
temperature within each zone can be controlled  
independently.  

2.1  Hardware  

A schematic diagram of the VAV air-
conditioning system developed in this research is 
shown in Fig. 1. The system consists of a water sys-
tem (Fig. 1, left) and an air side system (Fig. 1, 
right). The air side system includes two air handling 
units (AHUA and AHUB) and six VAV boxes with 
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Fig. 1  Schematic of the VAV air-conditioning system 
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two variable speed air supply fans A and B (one for 
each AHU), exhaust fans, and supply, return, and 
exhaust dampers. Each VAV box contains two re-
heaters that are used to moderate the temperature 
discharged into the rooms. The water system is 
composed of a cold source and a heating source. 
The cold source is composed of two chillers (each 
with one chilling pump), two cooling pumps, one 
secondary variable speed pump, and one cooling 
tower. The heating source includes one heating box 
with two heaters. There are two switch dampers be-
tween the cold source and the heat source in the 
pipeline. They are used to change the cooling condi-
tion in the summer to the heating condition in the 
winter, and vice versa. 

The experimental platform is a multi-zone 
VAV and variable water volume (VAV-VWV) air-
conditioning system. There are six test rooms identi-
fied as A1–A4 and B1 and B2 (Fig. 1, right). The 
six rooms are separated by insulation steel plate 
with polyurethane foam inside. The rooms have in-
terior walls only (they are not adjacent to any exte-
rior wall), so they are not affected by solar radiation. 
AHUA is responsible for rooms A1–A4, and AHUB 
for rooms B1 and B2.  

Fig. 2 shows the three-level network structure 
of the HVAC control. The first (top) level is the 
management level. The second (middle) level is the 
optimization and control level while the third (bot-
tom) level is the field control level. Three industrial 
computers are connected through the industrial 
Ethernet to communicate with the Ethernet unit in 
the platform. The local operating network maker 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(LonMaker) system is installed in the computer on 
the left. The computer in the middle is treated as the 
host. The control and optimization strategies are 
implemented in laboratory virtual instrument engi-
neering workbench (LabVIEW) (Blume, 2007) 
software. Data acquisition and transmission of con-
trol signals are implemented by a serial communica-
tion unit. All the field devices can be controlled on 
the basis of functional requirements.  

2.2  Software 

Control strategies for air quality and thermal 
comfort (especially for CO2 and indoor temperature) 
are implemented through the software. To imple-
ment various tests, monitoring and control interface 
software was developed in the LabVIEW environ-
ment. The overall software structure is shown in 
Fig. 3. The monitoring system is composed of an 
air-conditioning control system (ACS), energy 
measurement system (EMS), and data query system 
(DQS).  

The ACS consists of two subsystems. One is a 
closed monitoring control system (CMC) developed 
using programmable logic controller (PLC). It con-
trols the air-conditioning system using classical con-
trol methods such as PID. Misuse and man-made 
accidents are avoided because the system is closed. 
System information can be stored in DQS. The other 
subsystem is a research monitoring system (RMS) 
developed using PLC, LabVIEW, and MATLAB. It 
can call MATLAB programs in LabVIEW for ad-
vanced control. All the detection and control signals 
are transferred through PLC modules. Within PLC, 
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there is only interlocking protection programming. 
Modeling and control strategies are implemented in 
LabVIEW and MATLAB. The second monitoring 
subsystem was used in this study.  

 
 

3  Optimization, models, and control  
strategies 

3.1  Optimization 

The HVAC system is composed of five subsys-
tems: AHUA, AHUB, Terminal A, Terminal B, and 
the water system. To optimize the full system, the 
hierarchical optimization structure is adopted, which 
is shown in Fig. 4. The optimization system is di-
vided into three layers from top to bottom: coordina-
tor layer, optimization layer, and direct control layer 
(DCL) (Yan et al., 2010a). 

With interaction balance method (IBM), the 
coordinator layer could compute the coordination 
variable λ for the local decision making units 
(LDMU) of the optimization layer. The optimization 
layer is responsible for search of optimal decisions 
with λ. The bottom layer could track the desired 
trajectories from the LDMU, in which iterative 
learning control (ILC) was adopted to obtain set point 
series. The interconnection matrix (IM) includes the 
interaction information of the subsystem inputs and 
outputs. ci, ui, and yi (i=1, 2, 3, 4, 5) represents the 
control signal, interconnection input and output for 
subsystem i, respectively. λi (i=1, 2, 3, 4, 5) is the 
Lagrange multiplier. ^ indicates the calculated 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

parameters, while * represents the real system’s pa-
rameters. ki denotes the control number of the ith 
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where H is the coupling correlation matrix set. The 
objective function of subsystem i for the LDMU is 
Oi(ci, ui, yi). The total objective function is  
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When the Lagrange multiplier λ is introduced 
under constraint u=Hy, The index of the Lagrange 
coordinator function L can be written as  
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where Li is the amended performance criteria for 
system i.  

So the coordinator searches the coordination 
variable λi. LDMU finds the suitable ci, ui to mini-
mize Li. 

Here, the optimal start-stop time schedules 
were considered to ensure long serviceability of the 
equipment Dhe,1, Dhe,2, and Dhe,3. 

Based on the characteristics of the HVAC sys-
tem in intelligent building environment technology 
experiment flat, the parameters to be optimized  
include: 

(1) Air supply temperature of the AHUA and 
AHUB, Tsua,A and Tsua,B; 

(2) Air supply static pressure pstaic,A, pstaic,B; 
(3) Water supply temperature Tsuw,h; 
(4) Pressure difference of supply-return water 

Δpw. 
The optimal time schedule should be adopted 

to ensure long serviceability of the equipment Dhe,1, 
Dhe,2, and Dhe,3. If in the summer condition, more 
variables should be considered.  

The performance criteria are  
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where Efan,A, Efan,B, Eheater 1, Eheater 2, and Epp repre-
sents the energy consumption of fans in AHUA, 
AHUB, heater 1, heater 2, and pumps, respectively.  

Constraints are: 
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where fa,fan is the frequency of supply fan (Hz); Cdp is 
the opening of dampers; Va represents the opening 
of valves in the system; Qcoil,A and Qcoil,B represents 
the energy of coil in AHUA and AHUB (kW); Wa,A 
and Wa,B is the air flow rate of AHUA and AHUB 
(kg/s); Cp,a and CP,w is the specific heat of air and 
water; Tmix,A and Tmix,B is the temperature in the mix-
ing box of AHUA and AHUB (°C); Trew,ch,A and 
Trew,ch,B is return chilled water temperature of AHUA 
and AHUB (°C), respectively; Tsuw,ch is the supply 
chilled water temperature (°C); Fsuw,ch,AHA and 
Fsuw,ch,AHB represents the volume of supply chilled 
water in AHUA and AHUB (m3/h), respectively; U 
is the total heat exchange coefficient (kW/(m2·°C)); 
and Ao is the external heat exchange area (m2). The 
sequential quadratic programming method is used in 
the LDMU as it can solve nonlinear programs direct-
ly. Based on the characteristics of the HVAC system, 
the optimization period is 30 min. 

3.2  Models of the plant 

A VAV air-conditioning system is a typical dis-
tributed parameter system with strong nonlinear char-
acteristics. It is hard to establish mechanistic models 
of such an air-conditioning system because of its 
complex and multi-variable nature (Afram and Janabi- 
Sharifi, 2014). In this research, a system identifica-
tion approach was used to model the system and es-
timate its parameters. The following simplifications 
were made: (i) all equipment was insulated; (ii) there 
was no heat transfer between fans and pumps; (iii) the 
air state in the duct and each room was the same so 
that the system could be treated as a lumped parame-
ter system; (iv) the kinetic and potential energies of 
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air molecules were insignificant and neglected; (v) 
the influence of moisture in the air was ignored.  

3.2.1  Steady state models 

The steady state separable models were ob-
tained through the large scale system theory decen-
tralized identification method. The parameters of 
each subsystem in Fig. 4 were determined. The de-
centralized steady state models were as follows:  
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where the subscripts fre, ex, hu, r, re, pp, co, sec, w, 
suw, by, and he represents the fresh air, exhaust air, 
humidifier, room, return, pump, cooling, secondary, 
water, supply water, bypass, and heat, respectively. 
Ve is the average velocity of system (m/s). CO2 is 
the concentration of carbon dioxide (ppm). D is the 
start-stop signal. c5', u5', and y5' denote the cooling 
condition in the summer but the heating condition in 
the winter. 

3.2.2  Dynamic models 

The control loops identified in this study were 
simplified as single input single output linear sys-
tems without interactions among them. The interac-
tions in the upper optimization layer of the hierar-
chical control structure were considered in (Yan et 
al., 2010a). 

The secondary variable frequency pump’s 
(Fig. 1) differential pressure and static pressure in 
the main duct, and the air supply temperature in 
each AHU of the air-conditioning system were the 
control and optimization variables in this research. 
In the test, the system inputs were the frequency of 
the secondary pump, frequencies of the supply fans, 
and the size of the water damper opening, which 
were input through the monitoring interface. Pseudo- 
random binary signal (PRBS) (Lennart, 1999) was 
chosen for input signal to avoid disturbances. PRBS 
is a stationary stochastic process signal with cyclical 
periods. The autocorrelation function of PRBS re-
sembles that of white noise. The dynamic character-
istics of the system can be persistently excited with 
PRBS, so that there will be a unique solution of es-
timation. A type of PRBS, inverse maximum length 
sequence (IMS) (Lennart, 1999), was used as input 
signal. Through measuring the inputs and outputs of 
the control loops, sampling data was acquired for 
identification. Using the adaptive directional forget-
ting (ADF) method (Kulhavý, 1987), the following 
models were acquired.  

1. Secondary pump differential pressure model 
Here, the secondary pump was a variable-speed 

pump and its speed was adjusted according to the 
load to maintain the water flow. The differential 
pressure of the secondary pump was selected as the 
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controlled parameter. The frequency of the second-
ary pump was the control variable. The model is 
shown below and the control effect will be dis-
cussed in the results section. In this loop, the sample 
time was 1 s. 
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where G(s) is transfer function of the process, s is a 
complex argument which is Laplace transform factor. 

2. Air supply air temperature control  
The VAV air-conditioning system uses a fixed 

air supply temperature. To control the temperature 
of the air supply, the water damper opening must be 
regulated to adjust the water volume on the AHU 
side. Thus, the energy exchanged between the water 
and the air supply can be adjusted according to the 
load change. For the purpose of saving energy, the 
air supply temperature must be reasonably deter-
mined during operating. The optimization of the air 
supply temperature set point can solve this problem 
to some extent. The air supply temperature model is 
needed in the optimization process. One of the iden-
tified models is 
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3. Static pressure control model 
To guarantee the room air temperature, there 

should be enough volume in the air supply. This 
means the duct static pressure must be high enough, 
but not too high, to avoid wastage. The duct static 
pressure is related to the supply fan speed and the 
damper openings in the VAV box. The effect of 
damper openings in the VAV box was not consid-
ered in the single loop but was considered in the 
interaction part in the overall system. In this control 
loop, the controlled parameter was static pressure in 
the duct. The control variable was supply fan fre-
quency. The fan frequency was taken as the input, 
and the static pressure as the output. With the in-
verse M sequence, the sampling time was 2 s. The 
steady-state frequency of the supply fan in the 
AHUA was 35 Hz. The model of the fan A-static 
pressure was acquired as follows: 

2
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    (14) 

 

Using the same method, the model of the fan 
B-static pressure was acquired: 
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          (15) 

 

4. Energy consumption models 
All the energy models will be acquired through 

theory analysis. The variable frequency fan energy 
model is 

 

fan,A fan,A fan,B fan,B
fan fan,A fan,B

fan,A fan,B

,
 

   
F P F P

E E E    (16) 

 

where ηfan,B and ηfan,A are the fan efficiencies. Only 
the variable frequency pump consumption was con-
sidered here, because the consumption of other 
pumps could be regarded as constant. The pump 
energy model is  

 

p
pp
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                             (17) 

 

where Hp is the pump head (mH2O), Q is the volume 
flow rate (m3/s), γ is the fluid bulk density (kN/m3), 
and ηpp is the pump efficiency. The heater energy 
model is 
 

heater heater 1 heater 2 heater 3.  E E E E            (18) 
 

3.3  Control strategies 

3.3.1  Gearshift integral PID 

The basic idea of gearshift is to change the cu-
mulative rate of integration according to the devia-
tion size. The integration is slow with big devia-
tions, but otherwise is fast. The algorithm is  
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where A and B are constants selected by the design-
er, Kp is proportional gain, KI is integral gain, KD is 
derivation gain, e is error, and k is the number of 
calculations. Compared to normal PID, the gearshift 
integration PID has the advantages of complete 
elimination of the integral saturation phenomenon, 
significantly reducing the overshoot and easily  
stabilizing the system, strong adaptability, easily 
tuned parameters, and small interaction between 
parameters. 

Fig. 5 shows the control effect of static pres-
sure under a normal PID control strategy and under 
the gearshift PID control strategy. The step response 
curves show that the control effect of gearshift PID 
is better than that of normal PID with less or even 
no overshoot. It removes the tendency of the signal 
to decline, with a sacrifice in adjustment time of less 
than 10 s. In the actual project, this sacrifice had lit-
tle influence on the system performance. 

3.3.2  Self-tuning PID  

Self-tuning PID is one of the most widely ap-
plied adaptive methods. The idea of a self-tuning 
regulator (STR) is to separate system parameter es-
timation from controller design. The self-tuning PID 
adopted here comprises three parts: recursive least 
square (RLS) parameter estimation, controller pa-
rameter design, and a PID regulator. The control sys-
tem structure is shown in Fig. 6. The input and out-
put of the plant were sampled online. The parameters 
of the plant θ(t) were estimated with RLS. The con-
troller parameters θc(t) were computed by an im-
proved Ziegler-Nichols tuning method (Svrcek et al., 
2006). Finally, the new control u(t), which is also the 
input of the system, was obtained in the controller 
with system output y(t), controller set point r(t), and 
θc(t). STRs are designed to depict system dynamic 
performance using a prediction model with known 
structure and unknown parameters. Then the esti-
mated parameters are treated as the real system pa-
rameters. Thus, an STR consists of two parts, identi-
fication and control. The self-tuning capability is 
achieved through online identification. 

1. Plant model description 
For a single input single output (SISO) system, 

a system model can be used as defined by  
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a1–ana and b1–bnb are the coefficients determined by 
system characteristics, na and nb together represent 
system order, e(t) is the zero mean white noise dis-
turbance, and q–1 is the forward shift operator. 

2. Improved Ziegler-Nichols tuning method 
According to the Ziegler-Nichols tuning for-

mula (Hang and Sin, 1991), the relationship among 
Kp, TI, TD, the critical gain Ku, and the critical 
oscillation period Tu is 

 

p u I u D u0.6 , 0.5 , 0.125 .K K T T T T          (22) 

 
Ku and Tu are functions of the system parame-

ters. The critical parameters Ku and Tu determined 
by test methods may result in system instability. 
When the system time constant is large, a long time 
is needed to reach the critical steady state of the sys-
tem. To solve these problems, an improved Ziegler-
Nichols method (Nassif et al., 2008) was applied.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

3.3.3  ILC 

ILC proposed by Yan et al. (2010b) is used  
before the DCL for stable-state optimization by  
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imposing external control on the dynamic process 
(Ruan et al., 2008). The control structure of ILC 
(Wan, 2003) is shown in Fig. 7. Gc(s) is the transfer 
function of the internal controller. The output rk(t) 
of ILC, where the subscript k is the iterative num-
ber, is the set point of the DCL, while the DCL is 
composed of a PID controller (such as a gearshift 
integral PID and a self-tuning PID) and an object. It 
is a double closed loop control system. Dynamic 
response is controlled by an internal loop controller. 
The set point series is optimally adjusted by the ex-
ternal ILC. The closed loop equation is  
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where f(·) and g(·) are nonlinear functions, t repre-
sents time, and x(t), u(t), and y(t) represents state 
variables, control variables, and output variables of 
the control system, respectively.  

The controller’s setting series, optimized from 
the optimization layer, is supposed to be c1, c2, …, 
ck, ck+1. The subscript k is the iterative number, and 
yk(t) is the system output at the kth iterative. ydk(t) is 
the desired trajectory determined by ck, while ck is 
the result of the optimization layer. rk(t) is the set 
value calculated by ILC. When ck+1 is applied to the 
system, rk+1(t) can be gained according to the basic 
PID-type open-loop (Eq. (24)) or closed-loop 
(Eq. (25)) iterative algorithms: 
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   is a weighting coefficient, and 
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ΓP, Γi, and Γd is the proportional, integral, and dif-
ferential gain, respectively. 

The desired trajectory is 
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        (27) 

 
 
 
 
 
 
 
 
 
Taking variable frequency fan-static pressure 

control loop in AHUB as the object, the supply fan 
frequency is the control input while the duct static 
pressure is the output (Yan et al., 2010b). Eq. (28) 
was adopted as the simulation model: 
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The transfer function of the internal controller 
can then be calculated as  
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The step set point change sequence for the sub-
system, which is the output of the LDMU, is  

 
c=[1.0 1.2 0.9 1.3 1.2 1.7 1.8 1.6 1.9]×100 Pa.  (30) 

 
The desired trajectory of the subsystem is  
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        (31) 

 
The open-loop proportional-derivative (PD)-

type ILC method is taken for the above control loop. 
The learning gains are ΓP=0.5, Γi=0, and Γd=4, re-
spectively. The control signals and corresponding 
responses to the control method of ILC and PID of 
the fan control loop are shown in Fig. 8. In Fig. 8a 
at the beginning, the system has the same output for 
normal PID and ILC, because there is no iteration 
for open-loop ILC at first (Yan et al., 2010b). 

The system with ILC has better dynamic per-
formance and faster response after several iterations. 
It is concluded that system has better dynamic per-
formance with ILC than with normal PID method. 
At each period, the steady state of rk(t) reaches the 
desired value as shown in Fig. 8b. 
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Fig. 7  Control structure of ILC 
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4  Results  

4.1  Single control loop 

For the system application, modeling is not the 
ultimate goal but serves for control demand. The 
performance of the above control loops can be seen 
in the following. Here, the response time of the con-
troller is about 1 ms. The accuracies, or accuracy 
classes, of sensors are listed in Table 1. 

4.1.1  Secondary pump differential pressure control 

Pressure changes quickly in the secondary 
pump control loop. Sampling time is 1 s. Fig. 9a 
shows the control effect when the set point is 
0.05 MPa. Under the PID controller, the differential 
pressure is stable near the set point, showing that the 
controller has good performance. The control input 
is shown in Fig. 9b. 

When the load of AHUB does not change, the 
damper B (Fig. 1) maintains at about 50%. At the 
same time, damper A (Fig. 1) is also 50% under 
some load. When the set point of the secondary 
pump pressure suddenly changes from 0.05 MPa to 
0.055 MPa, the measured value reaches 0.055 MPa 
swiftly under the closed control effect (Fig. 10). 
Damper A opening changes from 50% to 20% after 
226 s, then from 20% to 10% after 457 s and from 
10% to 30% after 745 s (Fig. 10). These changes are 
in response to load changes. The secondary pump 
differential pressure is maintained at 0.055 MPa, 
because after sudden changes of damper A, the fre-
quency of the secondary pump changes due to the 

closed control effect. So the differential pressure can 
track the set point quickly. The changing trend of 
frequency is the same as that of the total flow of 
supply and return water.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

4.1.2  Air supply temperature control 

Taking the air supply temperature control of 
AHUA as an example, the experimental results are 
shown in Fig. 11. The set point is 28.5 °C and the 
sampling time is 5 s. The temperature fluctuations 
around the set point are caused by the damper char-
acteristics and water temperature fluctuations. The 
control signal changes every 30 s to prevent fre-
quent action of the damper.  

Table 1  Sensor accuracy 

Name Accuracy/Accuracy class 

Temperature sensor ±0.5 °C 

Humidity sensor ±3% RH 

Static pressure ±1% 

CO2 ±(40 ppm+3% measured value) 
Air flow velocity 10 m/s: ±(0.2 m/s+3% measured value)

15 m/s: ±(0.3 m/s+3% measured value)
20 m/s: ±(0.3 m/s+4% measured value)

Water temperature 
sensor 

±0.5% 

Water flow sensor 0.5 

Pressure differen-
tial sensor 

0.25 
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4.1.3  Static pressure control 

The static pressure loop adopts adaptive PID 
control strategy. The controller has different param-
eters in different conditions. The control effect is 
shown in Figs. 12 and 13. The set point of AHUA 
changes from 180 Pa to 185 Pa, then from 185 Pa to 
180 Pa. The set point of AHUB changes from 
140 Pa to 150 Pa after 600 s, then from 150 Pa to 
140 Pa. The control results show that the two sys-
tems have a good controlling effect under different 
working conditions. In the early stages of the set 
point changing, there is little or no overshoot thanks 
to the adaptive controller. The whole system has a 
good tracking result.  

The duct static pressure is influenced by the 
changes of the damper opening of VAV box. Fig. 14 
shows the closed pressure control under the load 
change when the set point is 190 Pa. The damper 
opening is the feedback value. The sudden change 
of damper opening is a bad value caused by  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

voltage fluctuations of the acquisition card. The 
damper opening of VAV box changes according to 
load changes. After 46 s, the damper opening  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
 

 Fig. 11  AHUA supply air temperature 
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gradually opens from 50% to 100% due to the load 
increase (Fig. 14b). Then the static pressure de-
creases. But the fan frequency begins to increase 
under the closed control strategy to maintain the 
static pressure set point (Fig. 14a). Effective closed-
loop control is realized through the above analysis.  

4.2  Optimization 

With c=[50 45 40 25 35 30] Pa as set point 
series, the test was carried out based on the above 
simulation. From results as shown in Fig. 15, we 
could know that due to quick response, sensor sensi-
tivity, and environmental disturbance, the measured 
static pressure was not stable, while the average of 
static pressure was still stable (Yan et al., 2010b).  

The experiment results for one day (Fig. 16) 
show that all devices work under coordinated condi-
tions with a “decomposition and coordination” strat-
egy under variable loads, and that energy savings 
could be achieved with the global optical control. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

5  Conclusions 
 
Models of the main control loops, the second-

ary pump differential pressure, static pressure, and 
air supply temperature, were derived using ADF 
method in a versatile, seamless, and effective air-
conditioning system. The power of the system is 
that many modeling methods and control strategies 
can be implemented. Then, gearshift integral PID, 
self-tuning PID, and iterative learning control were 
studied in the air-conditioning system. The integrat-
ed control of the above strategies, the iterative learn-
ing control, interaction balance method, and the op-
timization method of sequential quadratic program-
ming (Yan et al., 2010a) resulted in an 18.2% ener-
gy saving in the whole system (based on a single 
day’s data). How to coordinate the control loops is a 
big problem for application in a real system and re-
quires further research. HVAC is a dynamic system, 
and sudden changes, such as opening of doors and 
windows or fluctuations in indoor occupant num-
bers, have great effects on indoor contaminant con-
centration (Myhren and Holmberg, 2008). How to 
deal with such dynamic situations in buildings is our 
future research issue. 
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中文概要 
 

题 目：基于迭代学习的变风量空调系统全局优化控制

实验研究 

目 的：采用实验方法研究变风量全局优化问题，利用

迭代学习控制策略优化动态控制性能，获得变

风量系统在系统层次的最优。 

创新点：1. 采用全新的兼有变风量和变水量功能的实验

平台；2. 引入递阶优化控制理论，建立变风量

系统的动态和稳态模型；3. 采用先进控制策

略，如自校正比例积分微分（PID）控制和迭代

学习控制等。 

方 法：1. 将系统进行分解（图 4），并建立系统稳态模

型（公式 6–11）、动态模型（公式 12–15）和能

耗模型（公式 16）；2. 在此基础上采用变速积

分 PID、自校正 PID 和迭代学习控制对系统底

层进行动态控制，在系统整体优化中引入迭代

学习。 

结 论：1. 先进控制策略的引入有利于优化变风量系统

动态控制过程；2. 采用基于迭代学习的优化方

法，可使系统节能约 18.2%。 

关键词：空调；大系统；迭代学习控制；全局优化 


