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Abstract: A dynamic stock trading system with a distributed shared memory is analyzed formally based on its
temporal Petri net model. The functional correctness of the system 1s formally verified and some mmportant
properties of the system are investigated, such as liveness, fairness, safeness and temporal properties. Finally,

conclusions are found.
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INTRODUCTION

Petri nets (PN) (Murata, 1989, Du et al., 2006) are a
promising graphical and mathematical modeling tool for
concurrent systems. However, PNs cammot describe
explicitly some fundamental properties of the modeled
systems, such as eventuality and fairness. In timed Petr1
nets (Berthomieu and Diaz, 1991; Du et al., 2007),
moreover, the explicit mtroduction of time into them leads
to very complicated formulae that tend to obscure the
ideas about underlying causal and temporal relationships
between events. Also, associating execution times or
delays with transitions and places ndividually is
madequate for some of the fundamental properties. For
this purpose, temporal Petri nets (TPN) are represented
(Suzuki and Lu, 1989; Zurawski, 1997). TPNs can describe
elegantly timing constraints, the dynamical behavior of a
modeled system and causality between events on the
basis of the formulae with temporal operators. The
requirement specifications of a static stock trading system
are represented based on the corresponding temporal
logic formulae in Du et al. (2008) and the correctness of
the system is verified based on its TPN model. While a
dynamic stock trading system (DSTS) is modeled and
specified by Zheng and Du (2005). In fact, the analysis of
DSTSs is more difficult and complex than that of static
stock trading systems. In this study, therefore, the
dynamical behavior of a DSTS and the causality between
events are analyzed based on its TPN model and the
fimdamental properties of the system are verified formally,

such as liveness, fairness and safeness properties. This
research 1s mvestigated based on Du et af. (2008) and
Zheng and Du (2005). Tt is further demonstrated that TPNs
own a stronger modeling and analysis power than PNs by
the formal analysis and correctness verification of a DSTS
and the performance of DSTSs can be improved and
enhanced effectively.

As the suppositions m Zheng and Du (2005), a
dynamical stock trading system is in a multiprocessor or
multicomputer system with shared-variable DSM
(Distributed Shared Memory). In general, the matches of
deal data from all kinds of stocks are made m a
multiprocessor or multicomputer system with a shared
memory on a stock exchange. Each kind of stocks is
dynamically assigned to a processor or a computer, on
which matches of the deal data of this kind of stocks will
be made. In a static case, the deal data of dozens or
hundreds kinds of stocks will be fixedly processed on
some processor or computer. In a dynamic case, however,
the stock trading system uses a dynamic binding way to
match up stocks and processors and the number of kinds
of the stocks processed on some processor or computer
is flexible. One of the primary functions of a DSTS is that
processors make the matches of deal data by means of
deal rules, such as First Price and First Time. Stock-
brokers will send the deal data of stockholders to a stock
exchange once verifying their validity. Their arriving time
will be recorded by a prepositional computer on the stock
exchange, then they be transferred to the multiprocessor
system. The deal data are processed here and the trading
results are sent to corresponding stock-brokers.
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TPN MODEL OF A DYNAMIC STOCK
TRADING SYSTEM

Some basic terminologies of PNs and TPNs are
simply overviewed first in this section.

A PN is a5-tuple, PN = (P, T, F, W, M,), where P is a
finite set of places; T is a finite set of transitions; F 1s a set
of arcs; W: F -~ {1, 2, ...} 13 a weight function and W 1s
called an variable weight function if W(p, t) or W(t, p) is
an variable; M, is the initial marking. teT is said to be
firable at M 1iff ¥pe't: M(p) =W(p, t), where "t represents a
set of the input places of t and (p, t) €F. Firing tat M will
yield a new marking M, ie., M[t=M', where vpeP: M
(P)=M(p)-W(p, tFW(t, p). If W is an variable weight
function, 1.e., W(p, t) or W(t, p) 1s an variable, then it 1s
represented by a positive integer N. Also, an mput arc
and the corresponding output arc of a transition have
only the same weight when they have a variable weight N
and N 1s equal to the number of tokens in the mput place
of the transition.

A TPN is a pair TPN=(PN, f), where f is a formula
having the following syntax:

Propositions: p, t; and t are atomic propositions,
where pcP, teT

Atomic propositions are formulae

If f and g are formulae, so are — f, f +g, fog, { =g, Of,
oL Of

The atomic propositions p, t;, and t mean that there is
at least one token m p, t 1s firable and t fires at the current
marking, respectively. Symbols —, +, » and = represent the
Boolean connectives, NOT, OR, AND and
IMPLICATION. Formula of means that  becomes true at
the next marking reached. Of means that f becomes true at
every marking reached from the current marking. ¢f means
that f becomes eventually true at some marking reached
from the current marking.

For any set S, S* represents the set of all fimte
sequences of elements of 3, mncluding the empty
sequence A. |a| represents the length of we S*. «f
denotes the concatenation of & and p. Fori: 0< i <|w], let
B, and v, be the sequences such that |B;| =1and ¢ =B, v,
B; 1s the prefix of o with length 1 and v, is the postfix of ¢
excluding B, Let M, be a marking reached from M by firing
B;. Let f be a formula, <M, t=|- f means that f is satisfied
by the pair of M and «, where |- represents a valid
formula. Typical TPN formulae are defined as follows.

(a) <M, w=|- piff M(p)=0
(b)Y <M, c=|- tg, iff t1s firable at M
(c) =M, a=|-tiff ¢ #Aandt=P,, 1e., t fires
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Fig. 1. A subnet model of a prepositional computer
processing system

(d) =M, a=|- ~fiff not <M, a=|-

(e) <M, a=|- fog iff <M, or=|- fand <M, «=|- g

(f) <M, a=|- f+giff <M, ¢ for <M, e>|- g

(g) <M, a=|- f =g iff <M, a=|- f implies <M, a>|- g
(h) <M, >~ of iff ¢ #4 and <M, y, >

(1) <M, a=|- Ofiff <M, v, >~ fforevery Oz iza|
(G) <M, a=|- Ofiff <M, v, >|- f for some 0< 1 <|u |

() <M, a>|- funtil g iff (<M, v, >|- { for every 0< i <jat|)
or (<M, v, =|- g for some O< 1 <|ez| and <M,, v, >- £,

for every 0O<j < 1)

The following properties can be easily proved by the
above defimtions.

PR, o <M, e|— fof implies <M, a>|- &f

PR, : <M, e>|- Of;=01f) OF,=0C1f) implies <M,
o= O =0 1)

PR, : <M, c=|- ¢(OD) umplies <M, c>|- Of

PR, [5]: =M, e O (t5=<1)

PR, means that if t is firable for any possible firing
sequence ¢ at M, then t fires eventually.

In this study, only the processing processes of deal
data on a prepositional computer and in multiple-
processor system (Fig. 1) are modeled and analyzed using
TPNs on a stock exchange. Therefore, the PN model
(notation N) of a DSTS consists of a subnet of the
prepositional computer processing system, a subnet of
every processor pre-processing system and a subnet of
every processor making match system. The subnets are
shown in Fig. 1-3, respectively.

Deal data of stockholders are usually divided into
four classes: buying deal data, selling deal data,
withdrawing buying and selling deal data. In Fig. 1, places
SK-BK,, SK-BK,,..., SK-BK, contain the deal data from m
stock-brokers, respectively; places py, pa... and p, contain
the deal data of n kinds of stocks processed on the stock
exchange, respectively. If there 15 one token m place pv,
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(1<i<m), it means that the deal data in SK-BK, have the
privilege processed on the prepositional computer. The
deal data in p, will be classified based on the types of
stocks, then sent to corresponding places p, (1<i<n) by
firing ty. A real arc means that it has a variable weight
N. The have an invariant weight 1 and
denote the flow direction of the privilege. If transitions
t and ty (1<i<m) become firable, they must satisfy
the following temporal formulas (ST,) and (ST,),
respectively besides the firing conditions of the subnet
mFig 1. For 1 <i<m

doted arcs

(5T))
(8T,)

- O((t,)s="SK_BK,)
: D((tsm)ﬁr:’ﬁpﬂ)

The formulas can be interpreted as m Zheng and Du
(2005). When the deal data in SK-BK; have gotten the
privilege, if there is atleast one token in it, then they do
not deliver the privilege until tg, fires. But if it 1s empty
here, the privilege must be transferred to the data in
SK-BK,,, by firing t ;. We obtain (ST,). (ST,) means that
once the deal data with the privilege start to be processed
on the prepositional computer, the other deal data do not
be received until they are sent to the multiprocessor
systerm.

InFig. 2, if there is one token in the place pv; (1 <i<n),
it means that the deal data m p; have the privilege. If there
15 one token i pro, it denotes that the deal data in p, are
being processed on some processor. When there is one
token in p, ,, it means that the matches of the deal data in
P, are being made on the processor(j). p, , and p, ; contain
respectively the residual buymg and selling deal data
belonging to the kind of stock in p;, after the matches of
the deal data are made on some processor.

Assume that there are k processors in the multiple-
processor system. Figure 2 shows the pre-processing
process on every processor. That is, all processors have
the same pre-processing way and the process of the
matches made on every processor is also same. Every
processor can process the deal data from all kinds of
stocks. But the matches of the deal data of some kind of
stocks can be made only on one processor at any
moment. Therefore, places p,, pro,. p. 4 and p; ; (1 <i<n)are
shared by all processors. Double-direcion doted
arcs connecting a transition t and a place p denote that
p is not only an input place but also an output place of
t and the number of tokens in p does not change after
t fires.

Based on the previous discussion and deal rules,
some transitions in Fig. 2 become firable only when they
satisfy the following temporal formulas besides the firnng
conditions m this subnet. For 1<i<n, 1 <j<k:
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Fig. 2. A subnet model of the processor(y) (1<j<k) pre-
processing system

(8ty) © DIty Jg="proy

(St.) © LIt o)y =—p)

(St;) D((t]1_4)ﬁr =Pis 'ﬂpn_s)
(Sty) : D((tp})ﬁr =pm; 4 'ﬁpmjj)

These formulas can be mterpreted as follows. (ST,)
means that if the matches of the deal data in p, are being
made on other processors, then they will not be
processed on the processor (j) here. The interpretation of
(8T,) is similar to (ST,). Smnce places p,_, and p; ; may
contain respectively the residual buying and selling deal
data after last one match of the deal data in p; is made on
some processor, the residual deal data must return to the
processor (J) making system by firing t, 5 and t, , before
the processor(j) makes the matches of the deal data in p; .
We obtain (ST;). (ST,) can be interpreted similarly.

In Fig. 3, places TR and WD contain trading results
and withdrawing deal data respectively, but they do not
belong to the processor (j) trading system. They are two
places in the processing system of stock-brokers. Places
pm; , and pm. ; deposit the buying and selling deal data,
pm, , and pm, ;. the withdrawing buying and selling deal
data, respectively. By deal rules, if transitions t o, t o, £ 5
and t; ,; are firable, they must satisfy still the following
temporal formulas (ST;)-(ST,,) respectively besides the
firing conditions of the subnet in Fig. 3.

(ST,) D((tjj)ﬁr =Tpmy ¢ TP 5t ﬁpmjfzs)
(ST,) Ot _1s)5e =Py, * ~pm; 4 * ~pm; ;)
(ST5) D((tj_zﬂ)ﬁr =TIyt TPIO 50 _'ij_a)
(8T D((tj_zs)ﬁr :’_'ijj)

Formulas (ST;)-(ST,;) can be explained as follows.
The datum with the highest buying price and the earliest
arriving time in pm, . is transferred from pm, , to pm, 5 by
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Fig 3: A subnet model ofthe processor (J) maldng match system

firing t, -, the one with the lowest selling price and the
earliest arriving time in piny g, from pm; s to pm; . by finng
i 3g. If there is the withdrawing deal data in pr,, they
must be first withdmwn beforet; ; fres. We obtain (5T-).
[fthere isa token in pmy e, it means that processon]) has
made all matches of the deal data from p, and prepare to
process the other deal data hawing the privilege. A firing
of't; 15 denotes that there is no buying deal datum in pr,
after at least one match of deal data is made or
withdmwing deal data are removed, or there are anly
selling deal data in pmy , and they are transmitted to pmy .
Therefore, 435 can fire only when there is no token in
Py, piogy and prrwg,. We obtain (5Tg). (8T can be
interpreted similafly. The deal datum with the highest
buying price in proy 5 is compared with the one with the
lowest selling pricein pin, . by fiingt; 5. Ifthe price ofthe
former iz higher than that of the latter, 45 becomes
firable, otherwise i, becomes firable. 4 firing of ¢ 5
asaures that this transaction has been clinched. By firing
1, 5. the ttading results are sent to piry 5, a control token, to
piry ;. The trading results in pm,; contain the data of
matches made, the residual buying and selling deal data.
since a firing of t;,; may cause a match made again, it
hecomes firable only when the data o fmatches made has
been sent to place TR, the residual buying and selling
deal data, to ptry, and pmy , respectively. We obtain
(3T
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Therefore, the TP model of the sysiem 12 a pair
THD = (Mg, Fp), where Mg iz a PM consisting of three
subnets shown in Fig 1-3. And Fp iz a zet of formulas
(ST)-(5Th)

PROPERTIES ANALYSIS OF TPN MODEL TND

Sincea prepositional computer processes rotationally
the deal data from all stock-brokers and they may
concurrently send deal data to the corresponding places
during deal, we suppose that the initial marlang B, of Ny
contains the tokens in SK-BE; (1 =izt besides the contral
tokens shown in Fig 1-2.

Lemmma 1: (At any moment, the deal data of only one
stock-broker have the privilege on the prepositional
cotmputer.) Let bW bea markdng reachable of THD from L,
then for any firing sequence o from b, we have

= Mipv,)=1
=]

Lemtna 1 can be easily obtained by using the structure of
the subnet in Fig 1. It presents a safeness property. Mote
that Lemma 1 is equivalent to the following conclusion.

{M, l:!"I:“'bl_I:I P TRV,
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where any «, i and r such that i#r.

Lemma 2: (The faimess property for stock-brokers in a
prepositional computer processing system.) Let M be a
marking reachable of TND from M,, then for any firing
sequence ¢ from M and any i, we have

M, o7~00 SK-BK, =00t

Lemma 2 can be proved by means of Lemma 1 and the
structure of the subnet in Fig. 1. Lemma 2 means if there
1s at least one token in SK-BK; at infinitely many markings,
then tg; must fire infinitely often. On other words, if a
stock-broker sends infinitely deal data to the prepositional
computer, then they are often processed infimtely. A
similar conclusion for all kinds of stocks is given as
follows. Tt can be obtained by the structure of the subnet
in Fig. 2.

Lemma 3: (The faimess property for stocks in a processor
pre-processing system.) Let M be a marking reached of
TND from M,, then for any firing sequence ¢ from M and
any 1, we have

<M, o=-O%p, =00 pro,

Lemma 3 means that, if deal data of some kind of stock are
mfinitely sent on the prepositional computer to the
multiprocessor system, the matches of them are infinitely
made on the processors.

By the previous suppositions and the subnet in
Fig. 2, places p, and pro, are shared on all processors.
Thus, pro; plays a mutual exclusion role in making the
matches of the deal data in p; on all processors.

Lemma 4: (The safeness (mutual exclusion) property for
all kinds of stocks in processor pre-processing systems.)
Let M be a marking reachable of TND from M. For any
firing sequence « from M and any 1 and j, we have

<M, o> —o(p, *pro, oV i><>tjl,3 )]

Proof: By the structure of the submet in Fig. 2 and
formula (&), pv, means that the processor (j) is at leisure at
M; pro, means that the former arriving deal data in p; are
being processed by some processor (r) (r# j). We obtain

<M, o= (p, *proe py; = (tak) (1)
(1) and PR,, yield
<M, a0 )5 =0t ) 2
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(1), (2), PR, and PR, give
<M: CC>‘_D (pnoprq. V_]l :’D tjl_3)

Lemma 4 shows that when the deal data in p; are being
processed on the processor(r), even if there are new
arriving data in p; and a processor () (j2r) 1s at leisure, it
does not make the matches of the deal data m p, agam.
From Lemmas 3-4 and the structure of the subnet in
Fig. 2, we can obtain the following conclusion.

Lemma 5: (At any moment, if the deal data from at least k
kinds of stocks have arrived in processor pre-processing
systems, then all processors will be eventually be busy at
work.) Let M be a marking reached of TND from M, then
for any firing sequence « and any 1, 1,,..., 1641, 2, ..., n},
it ds e 53411 1 -5 1y §, Where r =k, i,#1, and j,#], when
u#v, we have
<M, -0 (D, P - D= (Pro,*proge. . *prog))

Lemma 5 denote that if there are deal data waiting to be
processed and the corresponding place pro; contamn non

token in the multiprocessor system, then the matches of
them will be eventually made on some processor.

CORRECTNESS OF THE DYNAMIC STOCK
TRADING SYSTEM

Here, the major functional correctness of the DSTS
modeled by TND will be verified The following
conclusions are deduced by means of the structures of
the subnets in Fig. 1-3, temporal formulas (ST,)-(ST,,),
TPN formulas (a)-(k) and TPN properties PR,-PR,. The
requirements specification of the DSTS is described by
the corresponding temporal logic formulas.

By the structure of the subnet in Fig. 3, (ST,) and
TPN formulas (k), the following lemma can be easily
proved. Note the (t; ;);, means that places pm, ;. pm, ,, and
pm, ,; must be empty. And from deal rules, if there are
withdrawing buying or selling deal data m pm, . then
there must be the corresponding buying or selling deal
data in pm;, or pm, ; respectively. But if there are
withdrawing (buying or selling) deal data in pm; ;, at M,
then at least one place of them is not empty before t, , or
t , fires.
Lemma 6: (If withdrawing deal data amrive on a
processor, then they are first withdrawn before the
processor begins to make a match.) Let M be a marking
reachable of TND from M,, then for any firing sequence
¢ from M, we have
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<M, a= ‘*D((Hl)ﬁr‘l’(tjja)ﬁr =[] (ﬁ(tjj)ﬁr until (quJr §718)))

Lemma 6 illustrates that withdrawing buying or selling
deal data have lugher priority processed than buying or
selling deal data in processor making match systems. This
agrees with the deal rules of stocks.

Lemma 7: (If the deal data of some kind of stock arrive in
a processor making match system, then the processor will
eventually fimsh making all matches of them.) Let M be a
making reachable of TND from M, For any firing
sequence ¢ from M, we have

<M, e |-O(pm, ;= © pm, 5)

Proof: Given that the deal data are being processed on
the processor (j). By the structure of the subnet in Fig. 3,
we obtain

<M, o> ‘_D(ij_l :’(tj_l)ﬁr +(t]_lﬁ)ﬁr +(tj_ﬁ)ﬁr +(tj_11)ﬁr) 3

(3) and formula (f), yield

=M, o= ‘_D(pmj_1:’(1ﬁ_ﬁ)ﬁr +(tj_11)ﬁr) 4

or <M, 05>‘_D(ij_1:’(t]_1)ﬁr +(t]_lﬁ)ﬁr) &)
Here, the proof of the states, which only (4) 1s valid 1s
valid, will be shown as follows to save space.

Since a firing of t, ; requires that pm, , is empty, if' t,
and t ,, are firable, then they must fire successively.

Thus, from (4), formula (f) and PR,, we have

<M, o= H:‘(tjj i :’O((ijﬁ ijfg) *pmy 5 'ﬁpmjg))
(6)

Because pm, ,, and pm, ;; are empty, if one of pm ; ;and
pm, ; 18 empty, then the lemma is proved by firing t ,, or
t 5 from (ST;) or (ST,). Therefore, we suppose that pm, ,
and pm, ; are nenempty. By (6) and PR, we have

<M, a> |_D(tj_1z =0 (ij_s * ij_s)) (7)
<M, > ‘_D(ij_s ¢ Py, :’(t]_zl)ﬁr) (8)
<M, o> ‘_D(t]_zl =0 (ij_s' prm; 5 ij_la)) )]

Based on trading rules, here there 1s the deal datum with
the highest buying price in pm; ,, the deal datum with the
lowest selling price in pm, ,. If the price of the former is
less than that of the latter, then t, ,, is firable, ctherwise
t 5, 1s firable. Therefore, two cases can be respectively

discussed as follows.
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CASE 1: <M, > |-O(pmy ;» pmy 5 * pmy ;=0 1)) (10)
By (10), PR, and formulas (e), (g), (1), we have

<M, &> |- Cpm, ;=< pm, ;)
CASE 2: <M, a> |- (pm, 5* pm, 5 * pmy 5 ={t 5505 (11)

From (11), PR, and the struchure of the subnet in Fig. 3, we
obtain

<M, o= H:‘(tj} =0 (pmg' pmjfzz)) (12)
Here, there must be a deal result in pm, -, but it may also

contain residual parts of the buying and selling deal data.
We have

<M, o> |_D(ij_7' mJ_zaz’(t,_m)ﬁr"'(t]_ln)ﬁr°(t]_5)ﬁr

+(t]_1D)ﬁr.(t]_IS)ﬁrJr(tj_lD)ﬁr.(t]_S)ﬁr.(tj_IS)ﬁr) (13)
From trading rules and (13), t, ,, must be firable. If there is
a residual buying (selling) deal datum, then t, ,(t; ;) is also
firable. Therefore, whichever in the four cases exists, their
deductive processes are similar. Now we only discuss the
first case, 1.e.,

<M, a> |_D(ij_7 ¢ PIIL 53 :’(tj_m)ﬁr) 14
From (ST,,) and PR,, we have
<M, o> ‘_D(t]_zs :’Opmj_ls) (15)

Frem (15), if t ;1is firable now, the inferring process of
(7)-(15) 1s repeatedly done until the conclusion of this
lemma is obtained. If t ; is not firable, a valid formula is
given as followings by (ST,) and (ST,):

<M, e [F(pmy 45 =0t 1e)at(t 20)e) (16)
(16), formulas (1), (g), (f) and PR,, vield
<M, o> ‘_D(t]_w"'t]_zn :’Opmj_lg) (17)

By 4, 6-9, 11-17, formula (f) and PR,, PR,, we obtain

<M, o> FO(pm, ;=€ pm, )
Lemma 7 shows the liveness (no deadlock, no lockout)
property in every processor making match system. The
following theorem presents the global liveness property
111 PrOCEssOr Processing systems.
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Theorem 1: (If a processor beging to process the deal
data of some kind of stock, then it will eventually finish
makmg all matches of them and deliver the privilege to
another kind of stock.) Let M be a marking reachable of
TND from M,, then for any firing sequence ¢ from M and
any 1, 1 <j<k, we have

<M= o= ‘_D(pl ¢ VJI ¢ _‘proi = 0 pv_](1+1))

Proof: By the structure of the subnet in Fig. 2, PR4 and
(ST,), we have

<M: o= |_D(t]1_1 =0 (prol * pp_l)) (1 8)
Here, if one of p,_, and p, ; is nonempty, then all residual
deal data in p, , or p; ; can be transferred to pm, , or pm, ;
by firing t; ; or t; ,, respectively. Therefore, we suppose
that they are empty. From (18), PR4 and (ST.), we have

<M, o> |_D(t]1_4 =0 (pro, * poy Pp_z)) (19)

By Lemma 7, (19) and formula (e), we have

<M, o> [-(pro, » pmy, * p, =€ (pro; * pm, s * p, o))
(20)

Similarly, we suppose that pm,, and pm,, are empty.
Otherwise, they will be empty after firing t, ; or t, ;. Thus,
from (20), PR4 and (ST,), we have

<M> o= |_D(tji_9 :’0 pv_](ﬁ-l)) (21)

From 18-21 and PR,, PR, , we obtain
<M, a> 0@ *py. ¢ ~pro =0 Py )

By means of the structures of the subnets in Fig. 1-3,
Lemmas 2-7, Theorem 1 and their proofs, Theorems 2 and
3 can be given below. Their proofs are omitted to save
space.

Theorem 2: TND is live, safe, fair and bounded.

Theorem 3: The dynamic behavior of TND 1s consistent
with the functional requirements of DST Ss.

CONCLUSIONS

It is demonstrated further that TPNs can not only
enhance the modeling and analysis power of PNs, but
also compensate the shortcoming that PNs do not
represent timing constraints, such as eventuality. In doing
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so, a DSTS with shared-variable DSM is adopted. Tt has
been formally proved that the functional requirements of
the system can be satisfied by the dynamic behavior of
TPN model TND. Also, the comrectness of the system 1s
analyzed and verified based on its TPN model. A main
defect of TPNs is the lack of variables for describing the
values and types of data items. Therefore, the price and
types of deal data could not be explicitly described in the
TPN model. However, if these properties are required, we
may use colored TPNs (Du and Tiang, 2004) to model and
verify the systems.

In the subnet of processor pre-processing systems,
every processor processes dynamically the deal data of all
kinds of stocks. Processors may spend much more time to
seek the deal data waiting to be processed. To cope with
this problem, n kinds of stocks divide into k sets and
every set is fixedly assigned to one processor. When
some processor is at leisure, it will seek the deal data
belonging to the set on the other processors. In this case,
the analysis methods proposed in this paper are still valid.
The performance analysis and evaluation of DSTSs will be
investigated in future using stochastic PNs.
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